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Abstract

Many empirical studies link mixed data frequency variables such as low
frequency macroeconomic or financial variables with high frequency financial
indicators’ volatilities, especially within a predictive regression model context.
The objective of this paper is threefold: First, we relate the standard Least
Squares (LS) regression model with high frequency volatility predictors, with
the corresponding Mixed Data Sampling Nonlinear LS (MIDAS-NLS) regres-
sion model (Ghysels et al., 2005, 2006), and evaluate the properties of the
regression estimators of these models. We also consider alternative high fre-
quency volatility measures as well as various continuous time models using their
corresponding relevant higher-order moments to further analyze the properties
of these estimators. Second, we derive the relative MSE efficiency of the slope
estimator in the standard LS and MIDAS regressions, we provide conditions
for relative efficiency and present the numerical results for different continuous
time models. Third, we extend the analysis of the bias of the slope estimator
in standard LS regressions with alternative realized measures of risk such as
the Realized Covariance, Realized Beta and the Realized Skewness when the
true DGP is a MIDAS model.

JEL classifications: C22, C53, G22.
Keywords: MIDAS regression model, high-frequency volatility estimators,
bias, efficiency.



1 Introduction

There is a plethora of empirical studies that link mixed data frequency variables such
as low frequency macroeconomic or financial variables with high frequency financial
indicators’ volatilities, especially in a predictive regression context. In the macroeco-
nomics literature key macro variables such as output growth, observed at some low
frequency, typically annual or quarterly, are predicted by the volatility of a financial
indicator (e.g. stock returns or credit spreads) estimated from higher frequency (e.g.
(intra)daily) data (Schwert (1989a,b), Campbell et al. (2001), Engle et al. (2013),
Fornari and Mele (2013), Andreou et al. (2013), Bekaert and Hoerova (2014), inter
alia). These high frequency volatilities are also considered as leading indicators of
business cycle fluctuations also modeled in a mixed data frequency setup. In addition,
related empirical studies examine if stock market volatility (as well as other financial
market development indicators) are determinants of long-run economic growth (e.g.
Levine and Zevros, 1998) in a cross-sectional regression setup.

Another strand of research in financial economics links high frequency measures
of risk with low frequency returns. Motivated from Merton’s Intertemporal Capital
Asset Pricing Model (CAPM) (1973) or from continuous time diffusion models with
no leverage, e.g. the Ornstein—Uhlenbeck (OU) model, a population model provides
a link between returns and risk. A large empirical literature on predictive regressions
links excess stock returns at a low frequency (e.g. annual or quarterly) with high
frequency volatility predictors based on monthly, daily or intradaily data and studies
the risk-return relationship (e.g. French et al. (1987), Ludvigson and Ng (2007),
Ghysels et al. (2005, 2006), Bandi and Perron (2008), Bollerslev and Zhou (2006),
Goyal and Welch (2008), Lettau and Ludvigson (2010), among others). A popular
benchmark estimator used in most of the aforementioned recent studies is the Re-
alized Volatility (RV}), proposed by Andersen and Bollerslev (1998), in addition to
a large family of high frequency volatility filters. Within this literature other types
of high frequency predictors are also used to forecast low frequency returns such as
the Realized Skewness and Kurtosis (e.g. Amaya et al., 2015) as well as the Realized
betas (e.g. Gonzalez et al., 2012) in a regression model setup. Last but not least,
within the financial econometrics literature regression models are also used to forecast
other lower frequency risk measures at a longer horizon h, e.g. the monthly Real-
ized Volatility (RV;,4), or the 10-day Value at Risk, using higher frequency volatility
measures.

Given the aforementioned studies, this paper assumes that the Data Generating
Process (DGP) is a Mixed Data Sampling process where the dependent variable
is observed at a low frequency and the predictor is a quadratic transformation of
a high frequency variable which approximates alternative high frequency volatility
measures. OQur objective is to relate and analyze the standard LS regression models,
which relate a dependent variable observed at some low frequency with volatility
measures observed at higher frequencies (given e.g. by the Realized Variance), with



the corresponding Mixed Data Sampling (MIDAS) regression models estimated by
Nonlinear Least Squares (NLS), first proposed by Ghysels et al (2005, 2006). We
evaluate the properties of the regression estimators of these two models for alternative
high frequency volatility filters as well as various continuous time models using their
relevant higher-order moments. Analytical and numerical results are presented for the
bias and the relative efficiency of the slope estimator in these two regression models
for a number of alternative high frequency volatilities. We also extend this analysis
to alternative realized measures such as the Realized Covariance, the Realized beta
and the Realized Skewness.

The paper provides two main novel findings. First we show that if the DGP is
a MIDAS regression model with high frequency volatilities which aggregates/weights
high frequency quadratic transformations of returns using a non-flat /unequal weight-
ing scheme, then the standard approach of ignoring the weighting scheme and ag-
gregating equally the high frequency data, and thereby estimating a standard LS
model with the usual Realized Volatility type estimators, can yield a biased LS slope
regression estimator. We parameterize this bias in a general setting as well as in
various continuous time models encountered in the financial asset returns modelling
literature, e.g. an OU model, a two factor affine volatility model, among others,
using their relevant higher-order moments. We find that the bias depends on the
autocorrelation of the quadratic transformation of high frequency returns and the
cumulative weighting scheme of the MIDAS regression which measures deviations
of the weights from equal/flat aggregation scheme. This cumulative weighted term
is negative for most decreasing weights which assume a memory decaying pattern,
whereas the correlation of squared returns is positive for the aforementioned contin-
uous time models. Hence the bias of the LS regression slope estimator, which links
the low frequency variable with the high frequency volatility measures, turns out to
be negative. The numerical analysis establishes that this bias can be severe and in
some cases can reach up to -80%, using empirically relevant models and parameter
values. This result has various empirical implications. Within the financial economics
literature our results imply a large downward bias in the estimated risk-return trade
off relationship and consequently financial misallocation implications as well as more
serious losses from risk management decisions during crises due to misspecifying VaR
models with high frequency volatilities. Within the macro forecasting literature our
results also imply that if the low frequency variable is say GDP growth and the high
frequency variable involves aggregation of say quadratic high frequency asset returns
(a proxy of stock volatility), then foregoing the MIDAS non-flat aggregation scheme
and using the standard LS regression flat-aggregation approach would yield biased
LS regression slope estimates.

The second finding of the paper relates to the relative efficiency of the standard
LS and MIDAS-NLS regression estimators. We derive and parameterize the Mean
Square Error (MSE) of the slope estimators in a general setting and for various con-
tinuous time and discrete time models using their high-order moments. We find that



the slope estimator of a MIDAS-NLS regression model is relatively more efficient
for non-flat weights, than the corresponding standard LS model slope estimator with
the RV, type filters. Using numerical analysis and empirically relevant parameters
we present the relative MSEs of the slope regression parameters for various models
as a function of the high-frequency moments, sampling frequency and alternative
weighting schemes. Interestingly our analysis shows that the LS slope estimator is
not only biased but it is also inefficient when the true DGP is a MIDAS regression
model. Moreover, even under certain assumptions when the LS estimator is unbiased
we find that it is still relatively less efficient than the corresponding MIDAS-NLS
estimator. More importantly, we derive conditions for relative efficiency of the MI-
DAS and LS regression slope estimators based on the high-frequency moments and
weighting scheme which we also evaluate numerically for empirically relevant models
and parameters. Relative efficiency gains incur for the MIDAS-NLS versus the LS
estimator, even when the true weighting scheme in a MIDAS regression is assumed
to be near the traditional flat /equal weights one.

Our analysis is related to Andreou, Ghysels and Kourtellos (AGK) (2010) except
they do not deal with high frequency volatility filters and study special cases of
MIDAS regressions which either yield no bias, since high frequency regressors are
assumed to follow i.i.d. or ARCH models, or yield biased slope estimators if the
high frequency process follows an AR(1). In this paper the MIDAS regression models
involve high frequency volatility filters and other realized measures which in almost
all cases studied yield biased slope regression estimators. More importantly here we
derive more general and analytical asymptotic bias and efficiency representations for
the different high frequency volatility estimators in MIDAS regressions compared to
AGK (2010).! In addition we derive the asymptotic bias for many continuous time
processes of returns as well as a more general ARMA model. While neither high
frequency volatility filters nor the models considered here are studied in AGK (2010),
our findings also differ. We show that for the models studied here, for alternative
weighting schemes and most volatility filters, the slope estimator in the standard LS
regression models turns out to be biased in almost all cases, but the bias does not
diverge with the high frequency sample size, m, as shown in AGK (2010) for the
high frequency AR(1) model (in Proposition 4.3). Furthermore, this paper derives
novel conditions for relative MSE efficiency of the standard LS and MIDAS slope
estimators using high-frequency volatility estimators which can be readily applied to
regression models. We also show that in many empirically relevant setups the MIDAS
slope estimator is relatively more efficient than the LS slope estimator. In addition,
we examine analytically the Rsquared measure of in-sample fit, usually employed
in empirical studies of predictive regression models, of standard LS versus MIDAS
high frequency volatility estimators. Last but not least, we analyze the properties
of the slope estimator in regression models for alternative realized measures such as

!Our analytical results in Propositions 1 and 2 below are more general than the standard formu-
lation of bias and efficiency in AGK (2010) (equation (3.3) and Propositions 4.3 and 4.4).



the Realized Covariance, the Realized beta and the Realized Skewness and link the
standard LS regressions with the corresponding MIDAS models.

The paper is organized as follows: In section 2 we assume a MIDAS DGP and
show how the MIDAS regression model (Ghysels et al., 2005, 2006) is related to the
standard LS regressions using the popular high frequency volatility estimators such as
Realized Volatility type estimators, among others. In section 3 we derive the general
bias representation of the slope estimator of the standard regression model due to
misspecifying the MIDAS regression model. We further parameterize the bias of the
slope estimator for a number of continuous time models, for alternative weighting
schemes and empirically relevant parameters. Moreover we show how the bias can be
extended to other types of high frequency volatility measures proposed in the volatility
estimation literature. In section 4 we analyze the asymptotic variance and MSE for
the slope estimator of the LS and NLS regression models with high frequency volatility
filters and derive the conditions of relative MSE efficiency of the slope estimators in
standard LS and MIDAS-NLS models. We also study the in-sample Rsquared of these
models. In section 5 we extend the bias analysis in the standard LS regression models
with other Realized Measures when the corresponding MIDAS model is misspecified.
In section 5 we also derive some additional and easily verifiable conditions of relative
asymptotic variance efficiency of the slope estimators in the MIDAS and LS regression
models which use high frequency covariance measures. Section 6 concludes the paper.

2 Regression models of low frequency variables
with high frequency volatility predictors

The objective in this section is to relate and analyze the standard LS regression model
which employs high frequency volatility measures as predictors with the corresponding
MIDAS-NLS regression models first proposed by Ghysels et al (2005, 2006).

We assume a MIDAS Data Generating Process (MIDAS-DGP) which relates the
low frequency dependent variable, Y;, observed once between ¢ — 1 and ¢, and the
response variable which 1s the aggregated, weighted quadratic transformation of a
high frequency variable (rt Jm )2 taken as a proxy of its volatility, observed m times
more often than Y;:

Y;H-l ,U‘l"}/z mwz t— z/m) + €41, (1)

where ¢, ~ WN(0,¢?), t = 1,...,T. The high frequency variable 7}57/771 is assumed
to follow a continuous time process, details of which are presented in section 3. The
MIDAS-DGP allows for a general aggregation/weighting scheme, w;. In (1) we assume
that w; > 0 and > w; = 1 such that the slope parameter, v, is identified.

The MIDAS-DGP in (1) is motivated from different strands of the literature. In
financial economics, low frequency financial asset returns are explained by financial



indicators’ volatilities which aggregate higher frequency data (e.g. Goyal and Welch
(2008), Ghysels et al. (2005, 2006)). The Realized Volatility (RV;) estimator is often
used as a benchmark. Different high-frequency Realized Volatility measures are em-
ployed in this literature. In addition, a similar MIDAS-DGP to (1) is assumed in the
risk-return literature using alternative high—fre%uency measures of risk, approximated
by different high frequency transformations of r, I such as the Realized Skewness and
Kurtosis (Amaya et al., 2015, inter alia) or based on cross-products of high-frequency
returns of different assets capturing measures of covariation as measured by the Re-
alized Covariance and Realized Beta (e.g. Gonzales et al., among others). A similar
approach is pursued in the macro literature which links low frequency economic activ-
ity variables with high frequency financial volatility indicators. For example, the low
frequency dependent variable could be monthly industrial production growth or infla-
tion whereas the high frequency variable is the quadratic transformation of financial
assets returns observed m times more often in the same period. Various values of m
have been proposed in the literature to study, for instance, the relationship between
low frequency returns or macro variables and financial volatility, where m is say daily
(m = 22 or 66 days) e.g. French et al. (1987), Goyal and Welch (2008), Ghysels et al.
(2005, 2006), and m = 22 % 78 5-minute data in Bollerslev and Zhou (2006) among
others.

Two alternative approaches can be pursued to estimate the MIDAS-DGP in (1).
The MIDAS regression model approach, first proposed by Ghysels et al. (2005, 2006),
specifies the dynamic relationship between the Y, and 7’ by projecting the low-
m)

—i/m’
by estimating a flexible and parsimonious weighting function, w;(8), which depends
on a low dimensional parameter vector e.g. 8 = (61, 605):

frequency variable Y; onto a history of lagged high frequency observations of r

q m
Yirr = 4 Yy O wi(0)(r"), )+ erin = 47, WRV + e, (2)
Where et is a martingale difference process with respect to the sigma fields generated
by {Tt o Emz)/m,z > 0}, E(e?) = 0% < 00, ¢ > m, t = 1,...,T. We assume that

! owi(@) = 1 so that v __  is identified. Within the MIDAS model alternative
transformations of the aggregated/weighted high frequency variable, rt(wir)“ can be
related to high-frequency volatility measures such as Realized Volatility, Realized
Power Variation, among others, as well as other high-frequency risk measures such
as the Realized Skewness and Kurtosis. For instance, aggregation of the process
{|rt(72|9 } in (2) can be related to the popular Realized Volatility (RV;) and Power
Variation (PV;) measures for ¢ = 2 and 1, respectively, when the estimated weights
turn to be all equal or flat. In general the MIDAS regression model allows for flexible
and parsimonious weighting scheme to be estlmated by the data and thereby involves
aggregating the weighted high frequency say {|7"t /m]f’ g = 2} which is denoted by the

Weighted Realized Volatility, WRV; = > w;(0)(r (m) )2 given in (2). Similarly if

tfz/m



the corresponding high-frequency process in the MIDAS regression model was instead
{|r§7:i|g ,g = 1}, we would refer to the estimated process in (2) as Weighted Power

Variation, WPV, = YU wi(0)[r"™), |2

Some examples of flexible, parametric weight functions in (2) are Almon, the
exponential Almon, the Beta polynomials (e.g. Ghysels et al., 2006) for which the
weighting scheme can be decreasing, increasing, hump shaped and multi-modal. Here

we use the Exponential Almon weights
. . m
w;(01,0,) = ") E - Ikt 02k (3)

and the Geometric weights
w;(0) = 60"/ Zk:l 0. (4)

The above weight functions nest the flat weighting scheme when ¢; = 65 = 0 in (3)
and # = 1 in (4).> Our analysis can cover additional weighting functions.

The standard LS regression model approach to approximate the MIDAS-DGP in
(1) assumes that all weights are equal or flat such that w; = 1/m in (1) and therefore

m) 2
Yis1 = p+vrv Zizo(ﬁ_i/m) e = p+ Ypy RV + e, (5)

where ¢, ~ WN(0,¢%) and the Realized Volatility is RV, = Y, (r{") )?. The
MIDAS regression model in (2) nests the standard LS regression model in (5) when
an equal or flat weighting/aggregation scheme is assumed or estimated by the data,
ie. w;(@) = 1 and ¢ = m, with the corresponding popular Realized Volatility,
RV, = 37 (r™ )2 or Power Variation, PV; = 3.7 |r§Ti)/m| filters for g =2 and 1,
respectively. While the standard model in (5) is estimated by LS, the MIDAS model
in (2) is estimated by NLS.!

In order to compare these two modeling approaches consider the situation where
the weights are not flat /equal and instead the flat weights are imposed and the stan-
dard LS model (5) is estimated. This would yield a misspecified standard regression
model. The misspecification arises in the form of the omitted variable bias which

2Tt is important to clarify that W RV, and W PV, refer to the estimated processes within the
MIDAS model. This point also applies to other transformations of the high frequency process which
can be related to other types of existing realized measures in the literature, discussed below.

3 Additional examples of weight functions used for volatility filtering are, for instance, the U-
shaped weighting schemes which capture the intraday seasonality of squared returns to estimate
the corresponding daily volatility. In addition asymmetric weighting schemes which correspond
to different weights depending on the effect of positive or negative returns in volatility have also
been proposed by Chen and Ghysels (2010). Finally the Heterogeneous AutoRegressive HAR-RV
regressions proposed by Corsi (2009) are closely related to MIDAS-RV regressions with step functions
as weights as noted in Corsi (2009).

4The MIDAS model can be more general than the corresponing LS regression given ¢ > m. Yet
for comparison purposes we use the same m as that used traditionally by the RV filters.



yields not only a biased but also inefficient regression slope estimator, 7. In or-
der to show the omitted terms we can decompose the term W RV, in the MIDAS
regression model (2) as follows:

WRY, = mZi wi(O)(rf"), ) = D" (mwi(8) = 1) (ri z/m> + RV,
-—m§: —1ﬁm(t;m + RV, = 7n§: )™, + RV,
—mzl 1 ") )? + RV, = XRV,(6) + RV, (6)

where XRV,(0) = m 2", wi(@)(r™, )2 = m " (wi(0) — 1/m) (r™, )2. Given

t—i/m t i/m
that for identifying the v paramet/er we assume » . w;(@) = 1, this implies that
> i wi(0) = 0.

The above MIDAS regression model can also be related to other volatility filters
(e.g. the Realized Power Variance, the Two Scale Realized Variance) as well as other
realized measures (e.g. higher order Realized Moments and Realized Covariances)
which we analyze in more detail in subsequent sections below.

3 The Bias in regression models with high fre-
quency volatility measures

Following the previous subsection the MIDAS regression model (2) following the
decomposition in (6) can be expressed as

q m
Yii = w+vwry Zi:O wi(G)(Tt(,f/m)Q t+ e = p+ ywryWRV: + e
= p4Ywry (XRVA(0) + RV)) + e e ~ WN(0,¢%) (7)

which decomposes the MIDAS term, W RV}, to the equallg Welghted traditional RV,
filter and an extra variable, X RV;(0) = m > " w?(0)(r,” /m) 2 such that > w;(0)
= 1 for identifying vywgy. If one imposes the RV, in (7) and estimates the standard
LS regression model in (5) then 4y, would be biased if the omitted term X RV;(6)
from (7) is correlated with RV;. Proposition 1 provides the details of this bias.

Proposition 1 Let the MIDAS regression model given in (7) be the true model with
a non-flat weighting scheme which yields the estimated Weighted Realized Volatility
term, WRV;, in (6). If instead the standard LS regression model in (5) is estimated
imposing the Realized Volatility, RV, with equal weights, then the OLS estimator of
Yry i (5) would be biased for vy py in (7). Assuming that the high frequency process



{(7";72)2} is stationary and ergodic, the bias of 4y is:

m m

. N ’Y m * m
Bias (ay) = —— " Coo(3 ("}, m 3 wi ("), ))
Var(S 07,8

Y wRv 21 wfvar((rﬁ?/my) +2my ey 21 Z w:OOU((TzETi)/m)2’ (TETJ?/m)2>

. 1= 1= ’L<_]
mVar((r"), )?) +2 zl > Cou((ri™), )2, (r("™),.)2)
1=11<y

2wav 3 3 wiCorr((ry"),, 7 (r7),,)°)

_ i=1i<j (8)
m—1 ) m m
1+2 Z %Corr((rt(ﬂ.)/m)?, (rif}/m)Q)

=1

where ST wivar((r™, )2) =0 given that S\, w; = 0 by definition. W

t—i/m

The bias of 4y given in Proposition 1 is related to the well-known bias problem
due to an omitted relevant variable in the regression model. Yet the difference here is
that the omitted variable, X RV;(8), that involves the non-flat weighting scheme, is
not only correlated with the equally weighted RV;, but it also has the same regression
coefficient, yywpry, as the standard equally weighted RV; regressor. One could consider
the alternative errors-in-variables approach that treats the extra variable, X RV;(8),
as a measurement error, where the true variable W RV} is measured imprecisely by the
observed or proxy variable RV;, and the difference between them is a measurement
error defined by XRV,(8) = WRV, — RV,, given in (6). Following this approach,
the LS slope estimator 4y is again a biased estimator of gy due to the errors-
in-variables problem, when the correlation between the proxy variable, RV}, and
the measurement error, X RV;(0), is not zero. In the errors-in-variables approach
the true model is given by Y11 = p + YywryWRV; + e41. This model can also
be expressed in terms of the observed variable and its measurement error: Y, | =
t+ Ywrv BV + Ywry W RV, = RV;) + evn = 1+ Ywry BV + Yy X RVi(6) + €441
However following the standard errors-in-variables approach, one estimates the LS
model Yy 1 = po 4+ vy RV: + e;,,, where ;| = vy gy X RVi(0) + €;41, assuming the
measurement error has mean zero, constant variance and is uncorrelated with e;
and the true variable, W RV,. Under these assumptions the asymptotic bias of ygy



now becomes:

Cov(RV;,¢111) — Cov(RV, Y gy X RVi(6)+e€141)
Var(RV,) Var(RV;)
Cov(WRV,, XRV,(0)) — Var(XRV,(9))
= YwWRv
Var(RV;)
B Var(XRV,(0)) (9)
IWRY Y 0 (WRV,) + Var(XRV,(6))

Bias @Rv) =

It is worth pointing out that in the errors-in-variables setup, the measurement error
assumptions and in particular the assumption that the error term is uncorrelated with
the true variable, Cov(W RV;, XRV;(0)) = 0, reduces the bias to (9). Comparing
the numerator in (9) with the corresponding one derived in the bias expression in
Proposition 1, we observe that in the latter case this is given by Cov(RV;, X RV;(0)),
instead. Therefore although the errors-in-variables approach also yields a bias in the
LS estimator, when the weights are not flat, given by (9), the classical measurement
assumption is not valid in our setup since by construction Cov(W RV;, X RV,(0)) # 0.
Consequently, we follow the omitted variable approach for deriving the bias as given
in Proposition 1 and (8).

Following Proposition 1 we apply the law of large numbers to find that gy in the
standard LS regression model converges to:

cov(RV;, XRV,(09))

)

. P
Yrv — Ywrv (1 +

var(RVt)
2m 32 S wiCov (1), )% (17),)?)
D ywry (1 ) (10)
[ — (), )+2220w (), )2 (6, 2

1=11<g

assuming that the high frequency process {( Tt /m ) } is stationary and ergodic.

The bias of 4y in (8) is a function of the persistence of the squared high fre-
quency returns {(7“1572)2} aggregated by the high frequency volatility measures, e.g.
the RV; and W RV, in these models, the high frequency sample, m, the cumulative
sum of weights given by >, 3" s =5"", 37" (w; —1/m) and the true parame-
ter, ywry- If the estimated weights in the MIDAS NLS regression (7) turn out to be
flat /equal, then the bias in the standard OLS regression (5) would be zero. However
if the estimated weights are not flat in the MIDAS regression model above, then the
Bias(9gry) due to imposing the equally weighted RV; (with weights 1/ m) is a function
T, Z/m) } and the
true parameter, yypy, which determine the sign and the shape of the Bias(§gy).?

of the cumulative weight function, the autocorrelation function of {(

5The bias expression derived hereby is different from that derived in Andreou, Ghysels and

10



For a family of positive exponentially declining weighting functions, such as the
Geometric weights and Exponential Almon weights, and different values of m, the
cumulative weights, ;") 1" w7, are negative and exponentially declining and in-
crease in absolute value as m grows. Declining weight functions, w;(#), are found to
be relevant when modeling, for instance, the monthly volatility using daily squared
returns within (or beyond the month) for which the distant squared returns have an
exponential memory decaying behavior for estimating the monthly volatility today.
Applications of exponentially declining weights based on the Beta or Exponential
Almon polynomials as well as asymmetric weights are found in Ghysels et al. (2005),
Leon et al. (2007), Gonzalez et al. (2012) among others.

When the estimated weights turn out to be declining in a MIDAS regression model
and one instead estimates the LS regression model using RV, given in (5), thereby
imposing the equal high-frequency weights in model (7), then 45, would be biased
downwards if the unknown true parameter, yywry, is positive. Otherwise, if yygy iS
negative, then 45y would be biased upwards. In both cases, the 45y tends to be biased
towards zero. Consequently if the low frequency dependent variable is stock returns
then following the classical risk-return trade-off theoretical relationship, yywgy would
be assumed to be positive. Hence the negative bias result in standard LS regression
models, like (5), yields an under-estimated risk-return relation which has financial
misallocation implications. Similarly if the low frequency variable is Value at Risk
(VaR) our results imply that there would be more serious losses from risk management
decisions especially during crises. Within the macro forecasting literature our results
imply that if the low frequency variable is say GDP growth and the high frequency
variable is a proxy of stock market volatility, then foregoing the the evidence of a
non-flat weighting scheme in MIDAS models (e.g. Andreou et al., 2012, 2013) and
using the standard LS regression model would yield biased LS forecasts.

Essentially what the above proposition states is that if the weighting scheme of
high frequency aggregated squared returns for volatility filters is not flat in MIDAS
regressions, then a bias will incur on the slope estimator from imposing the traditional
equally weighting scheme in realized volatility LS regressions. Our formulation of the
bias in (8) is general enough to be valid for different weighting schemes, different types
of high frequency processes and autocorrelations and generalizes to other volatility
estimators (addressed below). The above results can be extended easily to other
high frequency volatility filters used in the literature which we discuss further in
subsection 3.2. Now we turn to parameterize the general bias formulation in (8)

Kourtellos (AGK) (2010) both for the general case in (8) and (10) and for the specific models
considered below. The general representation of the bias in (8) is relatively more analytical in terms
of the role of the high frequency process and the weighting scheme, compared to standard formulation
of the LS bias in (3.3) in AGK. In addition, here we obtain the bias for different volatility filters
and for different types of models (discrete and continuous). Moreover we derive a more general
and elegant representation of the bias in (8) and (18) compared to the bias of an AR(1) model in
Proposition 4.3, Box 1 equation in AGK.
6The bias derived in this section applies to alternative high-frequency weight functions.
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for both continuous and discrete time models given that these are considered in the
literature of volalility estimation. This approach allows us to examine using various
models of financial asset returns under what situations the bias of 4y, turns out to
be negative and to compare the actual size of the bias for alternative models and
parameters.

3.1 The Bias of 7, for continuous and discrete time models

In this subsection the general bias formulation of 4y, in Proposition 1 is now derived
for some continuous time models typically considered in the stock returns modeling
literature using the corresponding unconditional higher-order moments of returns.
For the specific examples of the continuous and discrete time processes studied be-
low we report the conditions or parameter restrictions that ensure stationarity and
ergodicity which are known in the literature. We also examine if the empirical pa-
rameter values satisfy these conditions for the processes considered. For the discrete
choice model and many of the continuous time models studied below these conditions
are satisfied. In this subsection we also quantify the size of the bias for empirically
relevant parameter values of a number of models found in the literature. In order to
compare the level of the bias across models and model parameters we fix the weight-
ing scheme to be the same across applications. We focus on exponentially declining
weighting schemes having in mind the application of how MIDAS models with daily
high frequency volatility filters affect the low frequency variables e.g. macroeconomic
variables or aggregated excess stock returns. In our analysis m can be longer than the
corresponding low frequency time interval of say the mixed samples of monthly/daily
(m =~ 22), quarterly/daily (m ~ 66) or annual/daily (m ~ 250). We plot the cor-
responding bias curves for the different models, parameters and weighting schemes
across m. In all examples we fix ywpy to be positive and equal to 1 for ease of ex-
position and we take m = 288 the typical interval used for 5 minute stock market
return data to estimate the daily volatility.”

3.1.1 The Ornstein Uhlenbeck (OU) model
Let the price follow an OU Stochastic Volatility type model given by
dP(t) = {pu+ Bo*(t)} dt + o(t)dW (t), (11)

where W (t) is a standard Brownian motion and o2(t)~ OU is the instantaneous
volatility assumed to be stationary, latent and stochastically independent of W (t)
where do?(t) = —A\o?(t)dt + dz(A\t), A > 0 and z(¢) is a (homogeneous) Levy process

"Similarly in the case of annual/daily MIDAS-volatility paradigm then m = 250 which can also
be inferred from the same figures.
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with non-negative increments. This stochastic differential equation is satisfied by the

t
o?(t) = exp(—\t)o?(0) + / exp(—A(t — s))dz(As). (12)
0
According to Barndorff-Nielsen and Shephard (BNS) (2001, section 2.2), for a self-
decomposable probability distribution D on the positive half-line there is a strictly
stationary OU process such that o2(t) ~ D. Following a simple example in BNS (2001,
section 2.2), 0(t) is a stationary OU process with I'(v, «) marginals. According to Lee
(2012, section 2.5), the process o2(t) in (12) is exponentially ergodic and 3—mixing if
o?(t) is simultaneously 7-irreducible and E|z(t)|" < oo for some ¢ > 0 and r > 0. For
this model the Bias(4yy) in the standard LS regression estimator (5) which imposes
the flat weighted RV, is:
A 2MYwRY Doy Doty Wi ce NN
Bias (Agy) = o :
m+23 0 Zi<j ce A==l

(13)

where A > 0 is the parameter that controls the autocorrelation of o%(t) given by

0(u) = exp (—A|u|) when the o%(t) is square integrable. Note that ¢ = (1 — e’m)2 /(6(e A~
1+ AA) + 2(AA)?(E/w)?), 0 < ¢ < 1/3, A =1, (v,a) := (3,8.5) and varying the
parameters £ = va~! and w? = va~2.® From (13) we observe that increasing A\ that
causes the Bias(jgy) in the OU model to increase.

In Figure 1 we plot the Bias(9py) in the OU model in (13) for different m values
and weight functions w*(f) and various parameter values as in BNS (2001) (e.g.
¢ =0.09, A = 0.01 in this figure), as well as different weight functions. Note however
that the numerical results for the OU model regarding the bias can be interpreted
for different high frequencies and values of m given that the A value reported from
BNS(2002) hold for a range of frequencies m. We use four alternative weighting
schemes w(#) that yield different exponentially decaying weights. The graphs focus
on the exponential Almon weights but similar results are obtained for the Geometric
weights. Without loss of generality we fix 6, to zero and vary 6. For the exponential
Almon weights the flat or equal weighting scheme has 6, = 0, the near-flat weights
refer to §; = —0.0005, whereas the steep or fast decaying scheme refers to #; = —0.05
and finally the corresponding intermediate declining weights have 6, = —0.005.

For the OU model and above parameters we know that the autocorrelation func-
tion o(u) is positive and decreasing as m grows, and therefore the > 7", > 77" . o(u)
is an increasing, positive function as m grows. Using the bias formulation in (13)
we find in Figure 1 that the Bias(9y, ) is always negative and increasing in absolute
value, due to the cumulative sums of weighted autocorrelations » ", " jwio;(u).
The Bias(jyy ) stabilizes at a lower value when m ~ 150 for the different weight func-
tions considered in the OU model. The bias is relatively higher in absolute value for

8Using the values in BNS (2001) in example 2.2 does not seem to affect the shape or size of the
bias.
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steeper weights which is expected given that they deviate relatively more from the
flat weights. This is shown by the dotted line in Figure 1. For these steep weights the
bias curve shows that the actual size of the bias for large m > 150 can be severe and
reduce the estimated vy up to —0.8 (compared to the true gy = 1). It is worth
emphasizing that even for the near-flat weights (represented by the dashed line) the
bias is still sizeable and it can reach up to —0.5. For smaller values of m, e.g. take
m = 66 for the 3-month daily returns proposed by French et al. (1987), the bias is
smaller ranging from —0.1 to —0.7 for near-flat to steep weights, respectively.

3.1.2 The Eigenfunction Stochastic Volatility (ESV) model

Let the price follow a continuous time ESV (p) (Meddahi, 2001)
p p
dp, = 0, dW,, o2 = Zi:O aEi(f), pe NU {400}, Zi:O o? < oo, (14)

where F;(f;) are the eigenfunctions of the infinitesimal generator of f; characterized
by df; = k(0 — f;)dt + o fidB; and W; and B, are two independent standard Brownian
processes. In this model the Bias(9yy ) is parameterized by:

QN

m m P 02(1—e—8q)2e=0q(i—i—1)
Zm’YWRVZZw; (Z il 2; )

Bias (4 ) — i=1i<j q=1
TRV ( 1+5q+6 ‘1) mom P o (1 676‘1) e~ 9q(i—i=1)
202 +6 Z L)+ 2> > (D
q= i=1i<j \¢g=1 q
(15)
We consider two models within the ESV class of models.
The GARCH diffusion model is given by
dfy = k(0 — fo)dt + o fidBy, o7 = agEo(f) + a1 Ei(fy), (16)

where ag = 0, a; = 04/A\/1 — X and A = 02/2k. The parameter § determines the
(unconditional) mean of volatility and # > 0 ensures non-negativity of the variance
process, k is the mean reversion parameter and o is the variance-to-variance parame-
ter. For the process to be well-defined the parameters § > 0, k > 0 and 02 < 2k6
imply that the process is stationary in mean and volatility (e.g. Feller, 1951, Bollerslev
and Zhou, 2002). These conditions are satisfied for the sets of parameters we consider
below. Following Meddahi and Renault (2004) the above GARCH-diffusion model is
by definition stationary. The Bias(9gy) in equation (15) now holds for p = 1. Using
the two sets of parameters from Andersen et al. (2011) (where 6 = 0.636, o = 0.144,
91 = k= 0.035) and Bollerslev and Zhou (2002) (where § = 0.250, o0 = 0.100,
d1 = k = 0.100) we plot the Bias(ygy) in Figure 2. We observe that for this model
and the above sets of parameter values the Bias(9gy ) exhibits the same general pat-
tern as that in the OU model. Yet an important difference is that the Bias(ygry)
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in the GARCH diffusion model is almost half of that of the OU model, across all
m and weighting schemes when using the Andersen et al (2011) (ABM) parameters.
Moreover, using the parameter values in BZ parameters the Bias(9yy ) decreases and
becomes much smaller compared to that based on the ABM parameters. This is
mainly due to the lower value of the 6 parameter in (16). Overall we find that the
bias of 4y for the GARCH diffusion model with parameter values as in ABM and
BZ ranges from —0.6 to —0.2 for steep weight functions, and from —0.2 to —0.05 for
near flat weights. Overall for the GARCH diffusion model the Bias(jyy) is decreasing
and it stabilizes to a lower bound and at an earlier value of m, m = 100, compared to
that of the OU model. This result is due to not only the parameters in the GARCH
diffusion but also the stochastic volatility nature of the model.

The two-factor affine volatility model is given by

ol = O’it + J%t, dait = k;(6; — ai’t)dt + njajvtth(jH), j=12 (17)

which is rewritten in

dfie = kjlog 4+ 1 — fi)dt + /2k;\/FdW I j=1,2.

where a; = (2k;0; — f;¢) — 1 and f;, = 03 ,(2k;/n3), j = 1,2. Following Barczy et
al. (2014) the two-factor affine model specification in (17) is stationary and ergodic
by definition. The Bias(yry) given by equation (15) holds for p = 2 and parameters
g = 01+ 0z, ag = —n;(01/2k1)°2, ap = —14(02/2k2), 1 = ki and 6 = 2ky. We use
the Bollerslev and Zhou (2002) parameter values where k; = 0.5708, 6, = 0.3257, 7, =
0.2286, ks = 0.0757, 02 = 0.1786,7, = 0.1096 to parameterize the Bias(4y,) found
in Figure 3. Andersen, Bollerslev and Meddahi (2004) report very similar parameter
values. In Figure 3 we observe that for exponential Almon weights, the Bias(ygy)
based on the two factor affine model appears to be relatively smaller than all the
rest of the models considered and the actual values of the bias appear to be closer
to those obtained for the GARCH diffusion with the Bollerslev and Zhou (2002)
parameter values. However, it is worth noting that the small bias that ranges from
—0.1 to —0.025 for the steep and near flat exponential Almon weights, does not apply
to other declining weights. In fact Figure 3 shows that the corresponding bias for
Geometric weights yields higher Bias(9gy) curves which range from —0.25 to —0.15,
for steep and near-flat weights, respectively, for the same model parameter values.

3.1.3 ARMA approximation of squared returns

We now turn to discrete time models for the squared returns process to study the
Bias(9gy ). The squared returns process can be approximated by an ARMA(p, p)
model for some continuous time models e.g. for the non-Gaussian Ornstein—Uhlenbeck
(OU) and the constant elasticity of variance (CEV) processes (Barndorff-Nielsen and
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Shephard, 2002). Similarly Drost and Nijman (1993) show that if returns follow a
weak GARCH type process then squared returns follow a weak ARMA model and the
corresponding temporal aggregation results can be used to study the effects of differ-
ent sampling frequencies and parameters for such discrete time models. Meddahi and
Renault (2004) also extend such ARMA-type representations within the Square-root
Stochastic Autoregressive Volatility (SR-SARV) models.

We parameterize the general bias formulation of 4y in (8) following Barndorff-
Nielsen and Shephard (2002) who show one can approximate the squared returns
process by an ARMA(1,1) for the non-Gaussian Ornstein—Uhlenbeck (OU) and the
constant elasticity of variance (CEV) models. The linear ARMA(1,1) approximation
has the same autocorrelation function as that of a GARCH model. The AR root of
the ARMA for squared returns is the same as that for the actual volatility whereas
the moving average root is typically much larger in absolute value. Consider the
ARMA approximation for squared returns (r{™)? = ¢, + ¢,(r\™)? + ™ + 3,e™)
where 5§m) is a weak WN and |¢,| < 1 implies a stationary and ergodic process (e.g.
Kristensen, 2009). For the ARMA(1,1) model the bias in (8) becomes

2mywry (01 + B1) (1+ B101) D00 Zf’ii w;ﬁb{_i_l _
m (126,01 + B7) + 2001 + 1) (14 B10) T Tk, 0

Bias (Ypy) = (18)

For the positive ARMA parameters in the squared returns process the bias in (18)
would always be negative due to > 77" >, w; < 0. Using an OU model BNS(2002)
show that the AR parameter is close to 1 (i.e. 0.9 or higher) which is associated with
volatility persistence typically observed in financial data, and that the MA parameter
is close to 0.265 for a wide range of AR parameters. In Figure 4 we plot the bias in
(18) using ¢; = 0.9 and ; = 0.265 from BNS (2002). We also plot the bias for two
more cases: ¢; = 0.8 and 3; = 0.9 to examine the higher MA effects and ¢; = 0.5
and 3; = 0.265 to assess the effects of lower AR. We report the exponential Almon
weights for steep and near-flat parameters for the BNS parameters whereas for the
other 2 cases we focus on steep weights. We observe that for this ARMA model
with BNS parameters the Bias(9yy) is negative and it increases in absolute value for
steeper weights, w7, while it converges to a lower bound of —0.75 when m > 80. We
find that the bias for the ARMA parameters in BNS (2002) are robust to higher MA
effects (in fact for the same ¢, value, ¢; = 0.9 and higher MA, /3, the bias curves stay
the same with that of BNS). However, it is the higher AR parameter that increases
the bias of 4, in absolute value, ceteris paribus. In fact if for the BNS parameters
one would reduce ¢, from 0.9 to 0.5, then we observe that the Bias(9yy,) would drop
to almost a half, keeping all other parameters equal.

Summarizing, the above numerical results show that, when vy, 5, > 0, i.e. assum-
ing that an increase in high frequency financial volatility would also increase the low
frequency variable (say low frequency stock returns or the economic activity growth
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rate), for all the above continuous time models and their discrete model approxima-
tion studied above, the bias in 4y, is negative and it increases in absolute value for
steeper weights. Moreover our bias curves show that the bias stabilizes to a lower
value around m =~ 100 for the OU, GARCH diffusion, two factor affine and weak
ARMA approximations, for alternative weight parameters. In comparing the actual
size of the bias across the different models and parameter values we find that it is
relatively larger in absolute value for the OU models followed by the weak ARMA
approximations and it is smaller for the GARCH diffusion and especially for the
affine two factor models. In quantifying the bias we find that it ranges from -50%
for near-flat weights to -80% for sharply decreasing weights when m > 100 when
Ywrv = L.

Last but not least, we complement the above evidence with asymmetric weighting
schemes for MIDAS models proposed by Ghysels et al. (2005) given the empirical
evidence of the risk return tradeoff for the major European stock markets found
in Leon et al. (2007). The high frequency volatility estimator with asymmetric
weights incorporates the differential effect of positive and negative shocks in volatil-
ity, o> wi(07,05)+ (2—¢) >t wi(07, 05 ), where w;(6;,05) are the exponential
almon weights given by (3) for positive and negative returns and ¢ € (0,2) controls
the total weight of negative shocks on the variance. For the estimated asymmetric
weight parameters in Leon et al. (2007) we derive the corresponding bias curves as-
suming an ARMA process and the bias in (18). Figures 5-7 show the bias curves for
the estimated parameters of the Eurostockxx50, the French CAC and the German
DAX stock market indices, respectively, with the corresponding asymmetric weight-
ing schemes. Interestingly we obtain a negative and decreasing Bias(9yy ) effect for
these asymmetric weights of the three stock market indices which is consistent with
the previous results (for symmetric weights and different models).

3.2 The Bias of 7, for other high frequency volatility filters

The bias results in Proposition 1 can be extended to other high frequency volatility
filters used in the literature. In this subsection we discuss how estimating MIDAS
regressions with different transformation of the high frequency process can be related
to alternative volatility filters such as for instance the Realized Power and Bipower
Variation and the Two Scale Realized Variance.

If we project the low frequency left hand varlable Y; onto a history of lagged high
frequency absolute returns, either |7’t ; /m| or |rt ; /m||r (i—1)/m| then we can relate our
resulting MIDAS regression models to the standard LS regressions models that use
the Realized Power Variation (RPV, =", |rt(z)/m|) or Realized Bipower Variation

(RBPV; = 2’7} ; /mH (i—1)/m|) filters (BNS, 2004a), respectively. Specifying the

MIDAS regression model in (2) with high frequency lags of {|rt /m|} would yield the
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Weighted Realized Power Variation filter, W RPV;, which can be decomposed as
WRPV, =m Zizl wi\rﬁini)/m| — mzizl (w; — 1/m) " Z/m| + RPV, (19)

which we express as a function of the RPVt in BNS (2004a) and the extra weighted
component, where X RPV, = m Y " w! |rt ; /m\ Based on Proposition 1 the bias in
Arpyv 10 the corresponding LS regression model with RPV; as a predictor caused
by ignoring the first term in (19) or the non-flat weighting scheme of the MIDAS
regression model, is a function of

cov (RPV;, XRPV;) = m 31" wivar(|ri™), ) +2m Y0 7, wiCou([r™), [ [ri™), 1) -

t—i/m

Similarly in the MIDAS regression model filtering the weighted |7“t ; /m||7“ 1) /m|
yields the Weighted Realized Bipower Variation (WRBPV) given by

WRBPV% _mzwl|rt z/m t (z 1/m| = mz - 1/m Ty 1/m|| t— (7, 1/m|+RBP‘/t
(20)
which is a function of the RBPV, in BNS (2004a) and the extra weighted com-
(m)

ponent XRBPV, = mm/2 ", w; \7" z/mH (i 1y/m|- Following Proposition 1 the
corresponding potential bias in the LS 4 zp5py is a function of

cov (RBPV;, XRBPV;) = m Y_"" ywivar(|rl™), [[r™)_ ) 1)

+2m 515 Sy wi Covllry sy 11717y )

In the analysis so far we have assumed that there is no microstructure noise. In
case we are dealing with intradaily data though the high frequency returns process
can be contaminated with microstructure noise. We now turn to consider another
family of volatility estimators which are robust to microstructure noise. We focus on
the case of IID microstructure noise and consider the asymptotic representation of
the Two Scaled Realized Variance predictor T.S RV (™™1m:K) proposed by Zhang
et al. (2005), Ait-Sahalia et al. (2006) and Ait-Sahalia and Mykland (2011). The
TSRV (s K) estimator is:

TSRv(m,ml,mg ..... my,K) K Zk 1 k mE) @Rv(all) (21)

m

where m = (1/K) Zszl myr or m = (m— K + 1)/K . Note that an alternative
small-sample adjustment to the TSRV in (21) is given by

TSRVUL(CZL ,m1,ma,...,mg,K) _ (1 _ m/m)_lTSRV(m’ml’mQ ..... my,K) (22)

which shares the same asymptotic distribution as 7S RV ("m»m:K) The T.§ RV (mm
estimator is based on the idea of averaging over various RV estimators constructed by
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sampling sparsely over high-frequency subsamples. The high frequency observations
allocated into subsamples indexed by k. Using for instance a regular allocation the
returns could be sampled at 5-minute intervals at 9:30, 9:35, 9:40,... and at 9:31,
9:36, 9:41,... and so forth. This will yield a size m;, for the size of the kth subsample
with a total of K samples. Averaging the subsample RVs, RV ™) will yield the
so-called average RV estimator given by:
Ry ) = 3 () )2 (23)
The RV(@) in (21) denotes the RV constructed from all the observations and is used
as a bias correction for the average subsampled estimator in (23).
Following the MIDAS regression models we can define the corresponding model

with the estimated Two Scaled Weighted Realized Variance predictor, T'STW RV ("7

with non-flat weights given by

1 K
(mma,..mp,K) _ —
TSWRV e -

where W RV ®:m) = S ) m’“)(rt(m’“)) and WRV@D = m " wi(rl(»m))Q with

Yoriw, = 1and Y M w m’“) = 1 for all k, represent the different weights in the
subsampled and full- sampled W RV’s. This estimator is also motivated from the
MIDAS setup of non-flat weigthing scheme similar to the W RV, given that aggre-
grating the high frequency returns may have different weighting due to either the
time-series structure or the impact of news. More importantly motivated from Zhang
et al. (2005) we show that T'SW RV is also unbiased in the case of IID microstruc-
ture noise and more interestingly (24) is a generalization of the TSRV as shown
in the online Appendix (part I).° In particular, the results in the online Appendix
(part I) show how the TSWRV is associated with TSRV when the latter is closely
related to a Bartlett kernel estimator following Barndorff-Nielsen et al (2004) (see
also Barndorff-Nielsen et al., 2011).

In order to address the potentlal bias from ignoring the non-flat weighting scheme
in TS WRV mameme k) we can decompose it as follows:

W RV (kmi) %WRV@”), (24)

TSWRV;(m’ml"“’mk’K) — TSR‘/;(m:mlw-,mk’K) + XTSR‘/t(mymlvmvmka)

where TSRV,"™™"5) s oiven by (21) and the extra two-scaled weighted term
now involves two components given by:

(m,ma,...,mp,K) __ § § Mk ~* (m) § : (m)
XTSRV; o k=1 MMk =1 t” 1 —m =1 Z "i

(25)
where @) = @™ — 1/m,, and wf = w; — 1/m. Interestingly the representa-

tion of X TSRVtmml""’m’“’K) involves two extra terms in addition to the classical

9The online appendix can be found on the author’s webpage.
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TSRV, ™™ mK) " Thig is also in contrast to the single extra term in X RV, com-
pared to the popular RV, or corresponding PV} estimators above.

From the general bias formulation in equation (8) in Proposition 1 the bias of
Arsry 1 a function of the covariance of the Two Scaled Realized Variance estimator
in (21) and the omitted variable in equation (25) given by

K
_ Cov[(% Z Ry km) plat)y Z - Z @ me) 7mk) o Z wt (1™

RV (el Z my, Z @™ () + B ™ Ry (@i, Z w] (rg"”)?] (26)
i= i=1

where the remaining cross-products of the expectations involved in (26) turn out to

be zero because by definition Y7 w? = 0 and 2™ @™ = 0, where w} = w;—1/m

and @™ = @™ — 1/my. Similarly the correspondlng bias for the small sample

adjusted TSRV in (22) would scale (26) by (1 —m/m)~*

4 The MSE for the slope parameters and in-sample
measures of fit

In this section we turn to the analysis of the asymptotic variance and MSE of the
MIDAS NLS regression estimator 4 . . in (7) and compare it with the standard
regression LS estimator 4, in (5) to assess their relative asymptotic efficiency. We
provide the general asymptotic variance formulation and apply this to various models
such as the OU, the GARCH diffusion and ARMA with empirically relevant para-
meters to assess the relative efficiency of the NLS and LS estimators. In addition we
analyze the in-sample R-squared measure of fit of the MIDAS and standard linear re-
gression models given they are functions of the variances of the related high-frequency
volatility measures, as well as the respective v parameters.

Proposition 2 Assuming that the high frequency process {( Tt m ) } is stationary and
ergodic, the asymptotic variance (AVar) of the OLS Ay estimator is

AVar (Y py) = ¢*/ Var (RV;)
=%/ <mVar( T, l/m +221 L2 Cov((r| Ty z)/m)Q?(rgT}/m)2)>

1<j
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where var(e;) = ¢*. The asymptotic variance (AVar) of the NLS Ay gy estimator is

) OXRV,(0)\? OXRV,(0
AVar (Yygy) = CQE (a—at()) var (8—(;()) /D (28)
where
2
D = wvar <ax1;_\;t(o)> [E(WRVPE ((_axggt(@)y) _ (E (WRV(‘?X};\;(B))) }

- [povrv)s () - (wrv o) pexge )
(29)

Appendiz A, part A1 presents the analytical expressions of AVar(4ypy). B

Note that the asymptotic variance of 4y, g in the regression model (7) is more
general than that in Andreou et al. (2010) because none of the elements in D in (29)
become zero, as shown in detail in Appendix A, part Al.

As in the previous section we turn to the high frequency moments of specific mod-
els for asset returns as well as empirically relevant parameters in order to assess the
relative asymptotic MSE and relative asymptotic Variance efficiency of 4xy and Yywpy
for a number of alternative weighting schemes. Based on the results in Propositions 1
and 2 we analyze the ratios of MSEs, MSE(4 ) /MSE(%1y gy ), assuming that ¢* = 1
and vy = 1 as in the previous numerical analysis for comparison purposes. Figures
8-10 present these MSE ratio results for the OU and ARMA, GARCH diffusion and
two-factor affine models, respectively, as defined in subsection 3.1. In all cases the
Awry 1s relatively more efficient than 45, in MSE terms. Figures 9 and 10 show
that even for near-flat exponential almon weights for the GARCH diffusion and two-
factor affine models, the MSE(zy ) /MSE(Jy gy) = 2 for m > 100 i.e. §py looses
almost half of its MSE relative efficiency as m grows compared to 4y py,. For the OU
and ARMA models presented in Figure 8 the relative efficiency gains from using the
non-flat weights are much bigger. Overall, the numerical results presented in these
figures show that the relative MSE efficiency gains would depend on the moments of
the high frequency volatility filters, the weighting scheme and its derivative as well
as their cross-product terms as analyzed in Proposition 2.

Proposition 3 The relative efficiency of the OLS Ay estimator vis-a-vis the NLS
Ywry estimator is based on the asymptotic MSE ratio MSE(Yyy) /| MSE(Y wry) =
[AVar(y py)+(Bias(Ypy))?] ) AVar(Y ygy). Assuming for simplicity E(0X RV,(6)/00) =
0 we derive the necessary and sufficient condition for 4y gy to be relatively more ef-
ficient than vy in terms of MSE:

<Var<wm> - (E(M%—WW‘%E(WR%MZ—W)P) (1 (Cov(RV, X RV;(8) o )?

Var(RV,) C*Var(RV;)

(30)
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Given that the (Bias(4py))? > 0 we can also assess the relative asymptotic efficiency
in terms of AVar(4gy) /AVar(yygry) which yields the following sufficient condition
for A wry to be relatively more efficient than 4y :

AVar (Y gzy) B D

AVar(wry) — var(RV)(B(2X0) )2)2

>1

or

20
Var(RV;)

where D is given in equation (29) (in Proposition 2). The proof is in Appendiz A,
part A2. R

2
Var(WRV;) — (E (—BXRV“‘”) ) U(E (WRm—f’X’;gt“’)))?

> 1 (31)

We also evaluate the findings from Proposition 3 using the continuous time mod-
els and parameters discussed above. The necessary and sufficient condition in (30)
is satisfied for the various models and parameter values and alternative weighting
schemes which corroporates evidence in Figures 8-10 presented above in terms of rel-
ative MSEs. Consequently for conciseness we do not present these graphs. Instead we
present evidence which evaluates the sufficient condition in (31) based on the relative
asymptotic variance condition. Figures 11 and 12 present the ratios of the asymp-
totic variances, AVar(9 g, )/AVar(9y, gy ), for the OU and GARCH diffusion models,
respectively. Interestingly we find that even for near-flat aggregation weights and for
m > 60, the 4y, gy is relatively more efficient than the 45, for empirically relevant
parameters (as in ABM (2004), BNS (2002) and BZ (2006)). Therefore it is worth
emphasizing that even if one evaluates the relative efficiency in terms of asymptotic
variances the LS slope estimator is still relatively less efficient than the corresponding
MIDAS-NLS estimator.

Another popular measure of in-sample fit used in empirical studies and in particu-
lar in predictive regressions of excess market returns using different predictors includ-
ing high frequency Realized Volatility, is the coefficient of determination, Rsquared
(R?). We examine the ratio of R¥s of the standard regression model using the tra-
ditional RV; as in the LS model (5) vis-a-vis the MIDAS model (7) with W RV,, and
show that R%, < RZ%gy- In addition we examine how the ratio of R¥s, R, /R4 rv,
behaves for these two alternative high frequency volatility measures in different mod-
els and weight functions.

We first consider the case where 75, is a biased estimator of the true parameter ~y
and then proceed to the case where both 7, and 7y gy, could be unbiased estimators
of . For the standard regression model (5) the coefficient of determination is R, =
cov?(Yyy1, RVy) Jvar(Yi Jvar(RV,) = ~&yVar(RV;)/Var(Y;y1). Similarly for MIDAS
model in (7) the corresponding Ripy = cov?(Yiy1, WRV;) Jvar(Yi )var(WRV;) =
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Yy Var(WRV,) /Var(Yii1). Then if gy is biased then 7ay can be written as a
function of vy from equation (10). In this case we obtain the ratio of R?s:

Ry, /R%ny = [Var(RV;) + Cov(RV;, X RV,)]* /Var(RV,)Var(W RV;) (32)
which is equivalent to

Ry, (Var(RV))* + (Cov(RV;, X RV;))? + 2Cov(RV;, X RV,)V ar(RV;)
Ryry  (Var(RV,))? 4+ Var(RV,)Var(X RV;) + 2Cov(RV;, X RV;)Var(RV;)

(33)

From the ratio in (33) we observe, as expected, that RZ,/Rapry = 1 if the esti-
mated weights turn out to be equal/flat in model (7) and 7y is unbiased. However,
when the estimated weight function turns out to be non-flat then whether ratio of
R:y/R¥ gy in (33) will be less or greater than one will be determined by whether
(Cov(RV,, XRV;))? < Var(RV,)Var(X RV;). We show that the (Cov(RV;, X RV,))* <
Var(RV;)Var(XRV;) or

(Cov(RV,, XRV}))?
Var(RV;)Var(XRV;)

corr?(RV;, XRV;) = <1 (34)

which implies that R3y/R%pry < 1. Note that

Con R, XV = E(R: - XRY) =203 S w01, 000 59

t—j/m
=1 1<J
because F(X RV;) = 0. Hence
Var(XRV;) = E(XRV?) = Zw*QE r™) ) 2m? ZZw*w*E r ).
=1 i<j
(36)

We rewrite the Var(RV;) in terms of expectations:

Var(RV,) = mE(r{"), ) —|—2ZZE R B = m(Er T, )32 (37)

=1 1<J

The product of (36) and (37) is of order m? whereas the numerator in (34) which is

(35) is of order m?, which implies that R3y /R% gy < 1 for general weighting functions.
We now turn to the second case where both Ay and Agy could be unbiased

estimators of . In this situation, given that E(ywry) = E(ry) = 7, the

R%V/R%VRV = Var(RV,)/Var(WRV;) < 1 (38)

because Var(W RV;) = var(RV;) + var(X RV;) + 2cov(RV;, X RV;) and var(X RV;) >
2cov(RV;, X RV;) given that var(X RV;) is of order m? whereas the cov(RV;, X RV}) <
0 and is of order m.
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The numerical results for some models studied in subsection 3.1 confirm that
R%,/R% v < 1 for different weight functions found in Figures 13-15. It is worth
emphasizing that even for the near-flat weights, when high frequency returns follow
an OU with empirically relevant parameters, we find that 0.9 < R, /Rapy < 0.5
for 80 < m < 288 (Figure 13). Similar results are obtained for the GARCH diffusion
models (Figure 14) and the ARMA models (Figure 15). These results also hold for
different weight functions such as the exponential almon and geometric weights.

5 Other Realized Measures in MIDAS regressions

5.1 Realized Covariances

In this subsection we analyze the corresponding regression models with the real-
ized covariances and in the next subsection we turn to the realized beta and skew-
ness. Consider the model specification where as before, the low frequency is say
a quarterly or monthly excess returns and the high frequency variables are real-
ized covariances of high frequency returns with several high frequency factors such
as the market portfolio or other factors like the Fama-French factors. Realized co-
variances are relevant in many setups such as portfolio optimization and allocation,
asset pricing models and porfolio risk assessment. The Realized Covariance is defined
by RCov; = ZZ’;I T2itTm.it as proposed (e.g. in Andersen, Bollerslev, Diebold and
Labys, 2001) to represent the high frequency covariance between the returns of two
financial assets, r, and r,,, e.g. exchange rates returns in the aforementioned study,
or the (excess) returns of a risky stock and the market portfolio. Barndorff-Nielsen
and Shephard (2004b) provide the distribution theory of realized covariance, corre-
lation and beta measures. The corresponding MIDAS regression model is given by
Yiri = 0+ Ywrcoo ZZL Ui(e)rz,i,trm,z’,t + €41 = f1+ Ywreo WRCou; + €441 where
er ~ WN(0,¢?) and we denote for ease of exposition the Weighted Realized Covari-
ance, W RCov,, as:

m
WRCov,; = m E i Vi(O)72 4 it
m m %
= 5 oy T mi +m E Vil Tt = RCov,; + XRCouv,(0)

where v;(6) are estimated weight functions and MIDAS model becomes:

Y;f+1 =Uu-+ VWRCOUWRCOUz,t +ei11 = U+ Ywrcow (RCO’UZ’t + XRCOUZJ‘/(O)) + €441
(39)

where e; ~ WN(0,¢?). If one imposes the equally weighted RCov,; and estimates

the LS regression model below

Y;H—l =H + ’YRCovRCOUZ,t + €1 (40)
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then these models can be casted into the analysis of section 3.1. Hence the bias
from omitting the term X RCov, ,(0) in (39) and estimating the model (40) following
Proposition 1 is:

29 W RCow D it Zz<] v;Corr (T2it Tty T2t mjt)

m—1
L+23 0" B Corr (raigtmigs T=jtTm.jit)

Bias (&RCOU) = (41)

From equation (41) we infer that the Bias(4pc,,) = 0 if (i) the weights v; are flat or
(i) if there is no autocorrelation between the cross-products of the two asset returns

T2 4Tm.t, at different time intervals ¢ and j. In case the Corr (v, 1Tm.it, T2 jtTmjt) =0,
then the LS estimator 4, is unbiased. More specifically (ii) would hold for weakly
efficient financial markets based on the assumption of no linear dependence. This as-
sumption has gained mixed empirical evidence. However, if Corr (1, ¢7m,it, T2jtTmjt) 7
0 then the Bias(9pe,,) Would be determined by (i) the cumulative sum of the weight
function, »", >, ;o7 (ii) by the high frequency sample size m and (iii) the form
of weak dependence encountered in {r,;rm,:} e.g. Corr(r,itTmits TzjtTmjt) =
p.mlj —i| for a Brownian Motion.

Assuming the multivariate supOU processes presented in Barndorff-Nielsen and
Stelzer (2010, 2013) and Pigorsch and Stelzer (2009a,b) we can obtain the properties
of the multivariate high frequency returns process. Following Barndorff-Nielsen and
Stelzer (2013, Theorem 3.4) for supOU with Stochastic Volatility with no leverage
and Pigorsch and Stelzer (2009a, Theorems 3.2, 3.3), the d-dimentional vector of log
price increments denoted by {X;} as well as their "squares" {X; X7} are stationary
and square-integrable with

E(Xy)=0,Var(Xy) = E(V1),Cov(Xp41,Xy) = 0, Vh. (42)

and with E(X;XT) = E(V;) and
Cov(vee(Xp41XF ), vece(XiXT)) = Cov(vec(Vipgr),vec(Vy)) for h € N
where limy,_,..Cov(vec(Vyy1),vec(V1)) = 0. Moreover, vec(XX") is an ARMA(1,1)
which implies that {X;X]} is itself an ARMA(1,1) process. Hence assuming the
positive semi-definite supOU process with Stochastic Volatility in Barndorff-Nielsen
and Stelzer (2010, 2013) the autocorrelation of the cross-product of returns,
Corr(Y i TaitTmits O iy T2t Tmt), Would be zero and therefore the Bias(Ypey,) =
0, even if the high frequency weights are non-flat.

We now turn to study the efficiency of the regression estimates 7y gy @0d 7 peow
assuming that both are unbiased estimators implied by (42). The asymptotic variance
(AVar) of the LS Ay¢,, estimator is

C-Q
mVar (roirmit) + 23 501 D e ; COU (Tt T2 gt Tm,j)

AVar (’A}/RCOV) =

where AVar(qrco,) = CC/mVar (r.;rm.is) if {(r.irmis)} is uncorrelated i.e.
Corr(r,;tTmits T2jt"m.jt) = 0. If one further assumes that {r, ; ;7. ; t} is a martingale
difference then E (r,;17mi¢) = 0 and Var (r,;47mit) = E (rzvl,trm,z,t) .
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Following Proposition 2 the asymptotic variance (AVar) of the NLS 4y pcop €Sti-
mator now has a simpler form (compared to the equations in Proposition 2) and is
given by

(43)

OXRCou (0)\? X RCov,(8)
20 ) var 90 /D

AVar (Ywrcov) = CQE <

where XRCov,4(0) =mY ;" Vi, 4T, and

D= war (%‘;’”t@) |:E(WRCOU)2E ((—aXRggvt(O))2> _ (E <WROO?}8XRggUt(0)>>2:|

2

_ [E(WROOU)E ((6XRggUt(9))2> —E (WROovaXRggvz(9)> E(BXRggovt(e))]

(44)

The elements in equations (43) and (44) are obtained in Appendix B, part Bl. Based

on the multivariate OU models with SV the { (7 7m.¢)’} follows an ARMA(1,1) and

{(rs.itTms)} is uncorrelated. The asymptotic variances of ¥y g, a0d 7 pey, can be

estimated when {(r,;:7m.i+)} is an uncorrelated process with a non-zero mean, i.e.

when E (r,;4Tmit) = f, or when {(r,;:7m.i+)} is a martingale difference process

ie. E(ry;trmst) = 0. In the latter case we show in Appendix B, part Bl, that

E(WRCov;) and E (0X RCou(0)/00) become zero and the AVar(Yywreo,) simplifies
to:

2
2 OX RCovt(0)
B (25

E(W RCov)2E ((%WY) - (E (WRCOU%ZW@»Q
(45)

AVar (Ywreor) =

Figure 16 shows the relative AVar of the MIDAS-NLS and standard regression
LS slope estimators, Yy rooe a0d 7 pegy, When Z; = {(rz’ivtrmmf} is an ARMA(1,1)
and E (7,;¢rm.:) = 0. For comparison purposes with the asymptotic variance of
the regression slope estimators with Realized Volatility type estimators, i.e. 7y gy
and 7y, we consider the following parameters for the Z; process: AR parameters
equal to 0.9 and 0.5 and MA parameter equal to 0.265. The relative efficiency graphs
show the ratio of the AVar(9yc,,) vis-a-vis the AVar(Yywprcoy)s for intermediate and
near-flat weights only, i.e. when 65 = —0.005 and —0.0005, respectively, and 6; = 0.
In all cases the AVar(fywgeoy) <AVar(dpe..) in Figure 16. It is evident that even for
near-flat weights the AVar(9pc,,) forgoes half of the efficiency of AVar(yywgrco,) for
m > 100. Similar results apply to the geometric weight function and the rest of the
models studied in section 3.

Proposition 4 Assuming a positive semi-definite supOU process with Stochastic Volatil-
ity in Barndorff-Nielsen and Stelzer (2010, 2013) the (Bias(Ypco,))? = 0 and the

26



relative efficiency of the OLS Ay, €Stimator vis-a-vis the NLS Ay pey, €Stimatoris
based on the asymptotic variance difference

AVar (&RCO’U) — AVar (&WRCOU) >0
if and only if the following condition is satisfied

OXRCon(0))|* [ PXRCon@) -

E (XRCou)” — [E(WR(Jovt T T

or equivalently

m -1

s [ 0u0) ] [& 0u0) .,
z—[z< i >] [z< (6),

i=1

> % (47)

which is expressed in terms of the weighting function. The proof is in Appendix B,
part B2. A

It is interesting to note that the relative efficiency condition derived in (47) involves
only the estimated weight function and its derivative and does not involve the high
frequency moments of the process. This is a much simpler condition to evaluate vis-
a-vis that of Proposition 4 which is due to assumption (42) in the multivariate supOU
process. According to inequality (47) if the difference in the first two terms in the LHS
of the inequality which involves only functions of the weights and their derivatives
is greater than the flat-weights, 1/m, then y, pe., 1S asymptotically relatively more
efficient than pq,,. We examine numerically condition (47) presented in Figures 17
and 18 for various Geometric and Exponential Almon weights. It is evident that in all
cases under the assumptions mentioned above, the 7y, g, is relatively more efficient
than 4o, for reasonable values of m > 20 which is a value often encountered in the
empirical high frequency volatility estimation literature.

5.2 Realized beta and Realized Skewness

In this subsection we briefly discuss how our previous analysis can be extended to
regression models with other types of high frequency measures of risk namely the
Realized beta and the Realized Skewness which are not only functions of the Real-
ized Volatility but have also been widely used in empirical asset pricing models as
alternative measures of risk, some of which in the recent literature. The details and
derivations are presented in an online Appendix available from the author’s webpage
in order to keep the discussion concise. The interest in Realized beta, R, is also
motivated by the large literature on modeling the time-varying behavior of betas in
asset pricing models (e.g. in Andersen, Bollerslev, Diebold and Wu, 2006) and is
given by

Rcovz,t - Cov (Tz,i,tvrm,i,t) o Z:’il T2itTmyit

RV,  Var (Tmit) DY

i=1"m,i,t

R/Bz,t = (48)
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where 7, is say the daily returns on stock z on day ¢ of month ¢ and 7,,;; is
the daily market return on day ¢ of month ¢. Many empirical studies attempt to
explain low frequency excess stock returns (ranging from monthly to annual) using the
Rf3,, based on higher frequency typically daily and sometimes intradaily observations.
Motivated by the MIDAS approach we define the corresponding MIDAS beta or
Weighted Realized beta, W RS, ,

WRCO'UZ,t - mz;zl 'Ui(g)rz,i,trm,@t
WRV, — mY> wi(0)r2,,

WRﬁz,t = (49)

where v;(6) and w;(0) are either different estimated weight functions or the same
weight polynomial, say w;(0), with different estimated parameters, 6, given that
WRCov,, and W RV, are estimators of different realized measures. For example,
Gonzalez et al (2012) provide an empirical application estimating MIDAS cross-
sectional regressions of monthly excess returns on using the market, the industry
and size/book-to-market portfolios as well as a number of additional risk factors (e.g.
Fama-French factors among others). The online Appendix (part II) shows that the
estimated regression coefficients using traditional R3,, predictor in (48) can be bi-
ased if the true model is a MIDAS which yields the Weighted version of Realized
beta, WRf,, given by (49) with non-flat weights. This result has implications for
the risk premia estimates obtained from standard regressions. In order to show this
we decompose W Rf3, ; defined in (49) to

o TaitTmie FmY i (0)r. Tmie  RCov,y + XRCou,,
=1 )Yy 2Yy =1 "1 3¢y syt ) )
D it T M wi(O)r ~ RV, + XRV,

m,i,t

WRS,, = (50)

where v} (0) = (v;(0) — 1/m) and w; (0) = (w;(@) — 1/m) . We can rewrite the W Rf3_,
in (50) in terms of the traditional R, as follows:

RCov,, n RV, - XRCov,; — RCov,; - XRV,

WR =
P ="y, RV,(RV, T XRV})

=RB.,+XRp.,, (51)

The correlation between the last two terms in (51) is a function of

E(RB,, - XRB,,) = (52)
E (m Z:L T%@,i,t Z:L VI 20Tt ZZL Tz tTmyit — m(Z?il rz,i,trmmt)z 2111 w:TTQn,i,t)
(221 rvzn,i,t)g + m(Zﬁl 77271,1,15)2 Z:il wikr?n,z’,t

Conditions for an unbiased slope estimator of a standard regression model with an
Rp, predictor are derived using (52) in the online Appendix (part II) and involve
a number of conditions in terms of high frequency moments when the aggregation
weights, v; and w;, are not flat.

Another recent and popular realized measure in asset pricing is the Realized Skew-
ness, which can be estimated from say monthly or daily or intradaily data, and is
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used as an alternative factor to explain the low frequency expected returns in the
classical regressions (e.g. Amaya et al., 2015, among others). Skewness estimators
following alternative methods have gained recent attention as an important factor in
explaining stock returns, among others. Following the regression model setup in this
paper one can explain the low frequency variable, Y;, 1, with the Realized Skewness,
RSkew;, observed at higher frequency

RSkew, — m'/? Z£1(r§Ti)/m)3 _ m!'?RTM £3
th - (RW)B/Z - (R%)3/2 ( )

where RV, is the traditional Realized Variance and we denote the Realized Third
Moment, RT M, = ZQI(TETZ.)/m):", in the numerator of (53). The MIDAS regression
model would involve the corresponding Weighted Realized Skewness

m!2 3 mui(8)(r"),,)°

t—i/m
(m Y7 wi(0)(r("), )2)2

where the denominator of the (54) is W RV, defined in (6) and v(0) and w(@) are
different weight functions given that they refer to different moments of the process.
As above we can express (54) as a function of (53) and derive the conditions so
that the standard LS regression slope estimator would be unbiased when the true
parameterization is a corresponing MIDAS regression model. These results are also
in the online Appendix (part III) available from the author’s webpage.

W RSkew, = (54)

6 Conclusions

The paper analyzes and relates the standard LS regression model with high frequency
volatility filters with the corresponding MIDAS NLS regression models and evaluates
the properties of the regression slope estimators for alternative high frequency volatil-
ity estimators as well as various continuous time models using their corresponding
higher-order moments. In this paper we assume that the true DGP is a MIDAS model
motivated by many empirical studies in financial economics and macroeconomics that
relate low frequency dependent variables with high frequency volatility measures.
The main findings of the paper are: First we show that the slope LS estimators of
the standard regression models with popular high frequency volatility estimators, such
as the Realized Variance (RV), is biased when the true model is the corresponding
MIDAS regression model. We parameterize this asymptotic bias in a general setting
as well as for various continuous time models where returns follow an OU model,
a two factor affine volatility model, among others. We find that the bias depends
on the persistence of the high frequency squared returns process and the cumulative
weighting scheme. The cumulative weighting term is negative for most decreasing
weights which assume a memory decaying pattern, whereas the correlation of squared
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returns is positive for the aforementioned continuous time models. We quantify the
bias for various continuous time models using empirically relevant parameters as well
as decreasing weights. This bias turns out to be negative and ranges from -15% for
near-flat weights to -90% for steep decreasing weights. Moreover, we derive the bias of
the LS slope estimator for alternative realized measures such as Realized Covariances,
Realized betas and Realized Skewness when the true model is a MIDAS regression.

The second main finding of the paper relates to the relative efficiency of the slope
estimators of the LS and the MIDAS models. The asymptotic MSE is parameterized
in terms of the high frequency moments and for all the aforementioned continuous
time models. We find that the slope estimator in MIDAS regressions with high
frequency volatility estimators yields relatively more efficient slope estimators than
the corresponding standard LS regression model with the traditional equally weighted
volatility filters (e.g. RV, RPV e.t.c). We quantify the MSEs for various continuous
time models, alternative weighting schemes and empirically relevant parameters. In
addition we examine analytically and numerically the Rsquared, usually employed in
empirical studies of predictive regression models, and we compare the standard LS
and MIDAS regression models. More importantly we derive conditions for relative
asymptotic MSE and variance efficiency of the slope estimators of the LS and MIDAS
models which we also evaluate for various empirical models and parameters. Overall,
the MIDAS-NLS slope estimator turns out to be relatively more efficient than the
standard LS estimator, under the various settings studied in the paper.
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Figure 1: Bias of 7y, for the OU model with BNS parameters
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Figure 4: Bias

of Yy for ARMA models
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Figure 7: Bias curves of 7, for the ARMA model for the German DAX weighting schemes
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Figure 8: Ratios of MSE Yy )/MSE(Hyry) for the OU and ARMA model
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Figure 10: Ratios of MSE (Y gy )/MSE(Fy gy ) for the two factor affine model
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Figure 11: Ratios of Avar(y gy )/Avar(Fy gy ) for the OU model
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Figure 12: Ratios of Avar(y gy )/Avar(Fy gy ) for the GARCH diffusion
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Figure 15: Ratio of Rsquares, R%W / R%,V v in ARMA for alternative parameters

Figure 13: Ratio of R%,/ Rlz/v gy in OU model (BNS parameters)
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Figure 16: Ratios of Avar(Jpeey)/Avar (v ree) for the ARMA model of {(7,,7mi)*}
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Figure 17: Proposition 4 relative asymptotic efficiency condition for Geometric weights
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Figure 18: Proposition 4 relative asymptotic
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Appendix A: The Asymptotic Variance of 3,, and the
relative efficiency of 3, ,, vis-a-vis 7,

Al: The Asymptotic Variance of 3, ..

The asymptotic variance (AVar) of the NLS 4y py, estimator in the MIDAS re-
gression model is given by equations (28) and (29) and can be expressed in terms of
the high-frequency moments below. The elements of D as given in equation (29) are

the following;:
0X RV, (9w2 m) )2
(PO 0 () )

and

OXRV,(0)\*
E(—(?O > =m

> () £ i) o S G g ().

=1 i<j
(56)

zms

Hence from (56) and (55) above we obtain the var (0X RV;(0)/00) :

OXRVi(6 S (O w0 ™R
iy =m22(5§) var (17),.) +2mt 30 5 200 o () ) ).
1=1

=1 1<j

The cross-product

W B (oS (1)) (5 G (2

m widw; m w; 0w
= m? {;LB( 15 z)/m) +2m2zz J( Ty l/m) ( "y 3/777()527

i=1 i=11<j
yields
OXRV,(9) ax~  Ow; 5 Ow; m) 2 (m) 2
E(WRVT):m ;wiaeE(t l/m) +2m 21; SEE (0, ,)
(58
where E (( E Z/m)2(TfT;/m)2) = cov((riini)/m)z, (TET;/W)2> + E(TETi)/m)QE( Ty j)/m)2 =
2
cov((riz.)/m)Q, (TET;/mF) + (E(TEZ)/mf) . From (57)
OXRV,(0) \° - awz m Ow m
Gy ) SRR 9 oyt B C
i=1 =1 j=i<J
Hmt S T w0,
i=1j=1<j t=i/m t=i/m

Ui ow,; w m m m
+2m2 Zl ; %kz#wz (90J wka kE(( t z)/m)2(rt(—j?/m>2(ré—lz/m>2(T§—l)/m)2)
i=114%#j j
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The remaining elements of D are E(WRV,) =m ) ", wiE((T(m) )?) = mE((T(m) )?),

t—i/m t—i/m
given > w; =1, and Var(WRV,) = m?*Y", w%Var((rETi)/m)z)
+2m? Y D wiijov((riTi)/m)Q, (rij/mF) with E(W RV;)? = var(W RV )+(E(WRV))?.

For the exponential Almon and Geometric weighting schemes we set #; = 0 in the
two parameter polynomial without loss of generality to obtain the following deriv-
atives, respectively, for w; = €7/ S %K 1 Gw,; /00 = (i%(eP7) (37, ePF) —
(%27) (S, K2eP2R)) /(S0 €%2+)2. Similarly for the geometric weights, w; = 6/ 31, 6"
the derivative is Ow; /00 = (i(0" ") (D 1, 0%) — (0) (X, k0" 1))/ (O, 0%)?

Note that a simplified version of the AVar(%ypgy) in Andreou et al. (2010) is not
valid in our analysis with high-frequency volatility filters since E (0X RV;(0)/00) # 0
is not valid in these types of MIDAS models.

A2: Relative efficiency of 3, ,, vis-a-vis 7,

The 7 5y is a biased estimator and thus the relative efficiency of 75, and 7y, can
be examined using their mean squared errors (MSE). Then, the proposed estimator
Awry s relatively more efficient than the 7y if and only if:

MSEGwy) _, _ AVarGay) + BiasGa)l _ AVar(a) | [bias(Ta)P
MSEXwry) AVar(Yypy) AVar(Ywry) AVar@wry)

For ease of exposition we assume F (M};—Xt(e)) = 0 and thus the AVar(Jy zy) given

in equations (29) and (28) becomes:

> 1

¢2 [E<6X%Zt(e))2r

AVar(y =
) E(M%i‘e/t(e)y[E(WR\/%)QE(M};i?(e))zf(E(WRth’ngi‘;&(e)))z}7{E(WR%)E(M'27‘9Q(9)>2F
= ¢
BV RV )2 (B RV | B( X2’ T [B(wRv2XRG@))?

= ¢
Var(WRV;)— {E@Xg\;t(e)ﬂ ' [E(WRVL’XI;\Q(@) >] 2
Having AVar(Jgy) = ¢*/Var(RV;) from (27), we can obtain the following neces-
sary and sufficient condition using the ratio of MSEs:

[Var(RVt)—l-C% [Cov(RV;, X RV;(6) WWRV]Z] [Var(WRVt)— [E(Mgigm) 2} B [E (WRVt ”%7‘(?(9))] 2]

Var (RV,) >1

Var(WRV;)— [E(%‘gt“’))j o [E<W3Vt %‘gm))r

[Cov(RV:, X RVi(6) v v i
Var(RVz)

¢?Var(RV;) ] > 1.

= [1+

Given that [bias(F gy )]?/AVar({Aywpey) > 0, we can use the ratio of asymptotic
variances to assess the relative efficiency. In particular, the sufficient condition for
which the 7y, is relatively more efficient than the 7, is:

AVar(Ygry)/AVar Gwgy) > 1 (59)
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The condition in (59) is written equivalently as follows:

v - [e (252)|[p (vminge)]

Var(RV;)
Given Var(RV;) > 0 then (60) becomes:

5 (axg?(e)y

> 1. (60)

; o (W 2XBON o

Var(WRV,) — 5

which can be expressed in terms of high frequency moments:

z w?Var((r J”B/m> )+ 23 Y wyCou(r™), )2, (1) 12)—

i=11<g
2
|:1z:1 Wi 5 1E( ) +Zzl ’ggj Lagéj E(( (mz)/m)2(rgm;/m)2):| N O (62)
E(%) E(r(’"f/m>4+2 8 G G B P )

The elements of condition (60) are given in the Appendix Al. Note that this condition
is satisfied both for the Exponential Almon and Geometric weights and alternative
continuous time models such as the OU and GARCH diffusion models which we do
not show here for conciseness given that Proposition 3 presents numerical results for
condition (60).

Appendix B: The Asymptotic Variance of 7,y 4., and relative
efficiency of 3, zc,, ViS-a-ViS ,0,,

B1: The Asymptotic Variance of 7, 4.,
The asymptotic variance (AVar) of the NLS 4y zeoy, €stimator is given by equa-
tions (43) and (44) and the elements of D as given in equation (44) are the following:

E(WRCov;) = mZle (rz,i,trmw) =mkFE (rz,i,trmw) (63)

given > " v; =1 and

0XRCou(0) . O,
E (8—0) = mzzl a_BE (Tz,i,trm,i,t) . (64)
Then
X RCou (6)\? RN AN ) dv; Ov;
E (—80 ) = m ; 89 E (Tz ) tlr‘m 1t + 2m ; ; 80 80 E Tzd,t’rmﬂi'lﬂz’j’t’rmdi)
_ 2 i v 2 E( 4 ' >2
= m . 80 Tz,z,trm,z,t .
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Hence from (65) and (64) we obtain the

0X RCouv (0 v;
var (Tt()) = mQZ( ) var Tz,l,t/rm,l,t)

ov; Ov;
+2m ZZ 606_9] cov Tz,i,tﬁn,i,t)a (Tz,j,trm,j,t»

=1 1<y

= m?2 Z ((%Z) var (7, 4Tmit) - (66)

The cross-product

m m
OXRCoui(0) Ov;
WRCov=g"= = (m Y vireisTis | | 72 54720t mis
=1

=, (67)
— m2 Z Uz 9 (7‘277;7t’l“m7z-7t)2 + 2m2 Z Z %% (rz,i,trm,i,trz,j,trmd,t)
i=11i<j
yields
00X RCov, (0 “ 81}1
E (WRCova—et()> = m2 60 oL (Tz,z‘,tTm,z',t)2 : (68)

Following the multivariate supOU models with Stochastic Volatility in Barndorff-
Nielsen and Stelzer (2011, 2013) the {(rz7i7trm7i,t)2} follows an ARMA(1,1) and {(7,; ¢7m.it) }
is uncorrelated. Hence the asymptotic variances of Yy poo, and 4 pep, €an be simpli-

fied when {(r,;+"m;+)} is an uncorrelated process with a non-zero mean, i.e. when
E(ryitrmit) = i, or when {(r.;rmi:)} is a martingale difference process i.e.
E(ryi1Tmit) = 0. In the latter case equations (64) and (63) become zero and the
AVar(fwreoy) simplifies to:

00
[E(WRCOU)ZE ((%ﬁ”t@?) - (E (WRCOU%W)Y] |
(69)

CZE <8XRCovt (6) ) 2

AV&I‘ (/}\/WRCOV) =

B2: Relative efficiency of 3, 0., ViS-a-Vis 0.,

Let us consider for simplicity that the cross-products of the two asset returns
{r2itrm.} follows a White Noise (WN) process such that:

(1) BE(reisrmis) =0, Var(r,irmis) = E(reirmi)?> = <ooVi=1,..,m

(19) Cov(T 2t mits T2t mjit) © E(rsitTmitrztrmit) =0V i, =1,...,m, i #j.

Assumption (éi) implies that 7y, is an unbiased estimator and the relative
efficiency of 4 g, a0d Yy g, €an be examined in terms of their asymptotic variances.
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Using the asymptotic variance expressions in Section 5.1 we obtain the following
expression for the ratio:

P o e )
AVar(Ywroow) (RCov) E(BXRCovt(9)> (70)
— E(WRCO’Ut)2 (E(WRCOU aXRCOUt(B))) —A—B

~ E(RCou;)? E(RCov;)? <6XR((;§W(9)>

Given that W RCov; = RCov; + X RCov; then A in (70) can be written as

E(WRCouv;)? E(RCovt) +E(XRCouv;)? +QCO'U(RCO'Uf,XRCO'Ut)
E(RCout)? E(RCovt)

__ E(RCou)’+E(XRCov)? _ 1+ E(XRCou;)?

B E(RCout)? - E(RCouy)?

since Cov (RCov, X RCov;) = 0 due to the WN assumption of {r,;;r,;:}. In par-
ticular, E(RCov;) = E (D T2itTmit) = D iy B (T2itTmit) ® 0 and thus

Cov (RCovt, XRCov,) = (RCothRCovt) E1Q o meitTmir) (MY 04T mit)]
=m Zz 1Y (Tz,z,trm i t) +m Zz— 227&] 7 (Tz,i,trm,i,trz,j,trm,j,t)

z) i)
221 1 Yy _O SlnceZ'L 1vz = 0.

Hence, (70) reduces to

2
~ OX RCov(0)
AV ar(Vpcop) 14 E (XRCou,)? B <E (WRCOUt a0 )) (71)
AVar (//}\/WRCO’U) FE (RCO'U,:)2 (RCO’Ut) (aXRgg”Ut(@) ) 2

which provides an expression to evaluate relative assumptotic efficiency depending on
whether the difference between the last two expressions is positive or negative. Hence
based on (71) the proposed estimator Yy, gy, i more efficient than the 754, if and
only if:

AVarGiaen) o | o BCCRCou? _ (B(WRCon 2XHG0))
AVar(Fw rcov) E(RCout)? E(RCov;)2E <%gutw)>2

(B(WRCon, 2X25219))?
aXRggut(e))2

>0

— E(XRCov)’ , since E (RCov;)? > 0.

Thus, the necessary and sufficient condition for relative efficiency, AVar(y o) >
AVar(Awreov)s 1S equivalent to:

2
E (XRCov,)* > —aXRCOUt(G)ﬂ

00

E (WRCovt

E (—M Rggvt(0)>2] ) (72)

which involves the following moments expressed in terms of the high frequency process:
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E (XRC’ovt)2 =E(m>", v;“rz,i,trm7i,t)2
=m? Y () E (12,2 0) + 2oy DUV E (Paid it T2t o)
JF#i

zz)
221 1( ) (Tz,i7trm,i,t)2
Y m202 Zi:l(vi )

8XRCOU m 6U*(6
E ( 2 ) ( i=1 9 Tz i,trm,i,t)
2 le : ov;(8) _ dvi(6)
> i (5o ) SINCE =59~ = “He -
8XRCOU m avl
E (WRCOUt 2 ) [ i=1 Uﬁzit?”mit) (mZ Tz,i,trm,z’,tﬂ

Ov; (0
= m2c2 Y 0,240y,

Consequently, (72) can be expressed as a function of the high frequency moments
to yield:

(07 > [zzilvi<3”5'—3”)]2 S

2 —1
m ov; (6 m Ov; (0 . %
= N b > [ ()] [ (2] since vf = vi = 1/m.

2

Therefore, the estimator Yy, g, is more efficient than the 75, if and only if:

va_lz 00 ] [Z(aqgém)g] N % | -

=1
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